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#### Abstract

In this paper, a new column-row method named Dhouib-Matrix-TSP1 is designed to solve the Traveling Salesman Problem (TSP) in polynomial time. At first, the distance matrix is defined, and then four steps are launched: 1) Selecting the starting position, 2) Choosing Rows, 3) Discarding by column 3) Transforming the route to a tour.


Some numerical examples are presented to illustrate the effectiveness of the proposed method. It can be concluded that the Dhouib-Matrix-TSP1 method consumes a small number of iterations (just $n$ iterations, where $n$ represents the number of cities) to solve the TSP, and its result is the closest to the optimum solution.
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## 1. Introduction

The Traveling Salesman Problem (TSP) is a fundamental combinatorial optimization model studied in the decision-making theory. It deals with finding the shortest tour that visits each city in a given list exactly once and then returns to the starting city. The TSP is formulated mathematically as flows:

Optimize $\quad \sum_{i=1}^{n} \sum_{j=1}^{n} d_{i j} x_{i j}$
Subject to

$$
\begin{array}{r}
\sum_{j=1}^{n} x_{i j}=1, \quad i=1, \ldots, n \\
\sum_{i=1}^{n} x_{i j}=1, j=1, \ldots, n \\
x_{i j}=0 \text { or } 1, i=1, \ldots, n, \mathrm{j}=1, \ldots, n . \tag{2}
\end{array}
$$

Where $d_{i j}$ is the distance (the cost or the time) from city $i$ to city $j$ and $x_{i j}$ is used to be the binary value (if the route from $i$ to $j$ is chosen, then $x_{i j}=1$; otherwise, $x_{i j}=0$ ). Eq1. Represents the function that minimizes the distance between the cities, whereas Eq2. Deals with the restriction of no city are visited twice.

In recent years, many papers have dealt with TSP. [1] provides a comprehensive review of existing applications, approaches, and taxonomy on multiple TSP. [2] presents a new kind of problem by combining the scheduling problem with the TSP, where a traveler moves through $n$ locations
(nodes), visits all the locations and each location exactly once to assign and initiate one of the $n$ jobs, and then returns to the first location. [3] explores the Energy Minimization Traveling Salesman Problem (EMTSP), where the sum of the product of load (including curb weight of the vehicle) and traveled distances are minimized. [4] deals with maximizing the profit per unit of time: the profit is calculated by subtracting the route costs from the profit divided by the total time required to complete the tour. [5] explores the TSP with release dates and drone resupply; this paper consists of finding a minimum route time for a single truck that can receive newly available orders on route via a drone sent from the depot. [6] designs and codes a multi-thread-based fast algorithm with Delphi language for the medium and largescale TSP instances from TSPLIB. [7] presents a comparative study of the alternative mathematical formulations for TSP with hotel selection. [8] develops a Variable Neighborhood Search-based heuristic solution method to solve the Hybrid Electric Vehicle TSP with time windows. [9] generates the exact Pareto set in MultiObjective Traveling Salesman and Set Covering Problems. [10] proposes a new decomposition-based technique and probabilistic model-based methods to tackle a newly designed multi-objective TSP test suite. [11] applies the honey bees mating optimization metaheuristic for the Euclidean TSP.

This paper attempts to propose an original column and row generation method, named the Dhouib-Matrix-TSP1 method, to optimize the TSP in polynomial time (exactly in $n$ iterations). The next section describes the proposed method, where section three gives a detailed example, computational
results will be presented in section four, and finally, a conclusion will be given.

## 2. The Proposed Method: Dhouib-Matrix-TSP1

The Dhouib-Matrix-TSP1 method follows a very simple procedure composed of four steps :

Step 1: At first, find the minimal element of each row in the distance matrix and write it $\left(a_{i}\right)$ on the right-hand side of the matrix. Then, select the smallest element in the list of $a_{i}$ and determine its position in the matrix (a numerical example will be given in section 3). The position of the smallest element will specify two cities, $x$, and $y$, which will be inserted in the proposed route named list-cities $\{x, y\}$. To finish this step, discard the columns of the inserted cities ( $x$ and $y$ ).

Step 2: Select the left element in the proposed route, which is $(x)$, and the right one, which is $(y)$. Next, find the smallest element for each row: for the row of $x$ and the row of $y$. Then, select the minimum distance; let it be the city $z$.

Step 3: Now, insert the last selected city $z$ in the proposed list-cities at right if it was selected by $y\{x-y-z\}$ or left if it was selected by $x\{z-x-y\}$. After that, discard the column of $z$ and test: if all cities are in the list, so go to Step 4. Else return to Step 2.

Step 4: Transform the proposed route list-cities into a tour by starting and ending with the same city. Accordingly, the starting city must be in the first position on the proposed route. Nevertheless, change the position of the first element to the end (one by one; a detailed example will be given in section 3) until the starting city is at the first position. Finally, add the starting city to the end of the proposed route, and it will be a tour.

## 3. The Proposed Method: Dhouib-Matrix-TSP1

This section presents an example that may be useful to explain the four steps of the proposed method: Dhouib-Matrix-TSP1.

| From / To | Bev. | Sal. | Wey. | Bra. | Smi. | Dan. | Wob. | Spr. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Beverly | 0 | 13 | 45 | 50 | 95 | 15 | 32 | 140 |
| Salem | 15 | 0 | 40 | 44 | 85 | 22 | 43 | 122 |
| Weymouth | 42 | 35 | 0 | 7 | 42 | 55 | 40 | 145 |
| Braintree | 48 | 39 | 10 | 0 | 47 | 58 | 45 | 155 |
| Smithfield | 105 | 90 | 35 | 42 | 0 | 98 | 100 | 202 |
| Danvers | 12 | 24 | 52 | 55 | 102 | 0 | 35 | 148 |
| Woburn | 35 | 42 | 32 | 42 | 102 | 33 | 0 | 112 |
| Springfield | 135 | 125 | 142 | 150 | 212 | 150 | 110 | 0 |

Let's consider the distances matrix from [12] in time between eight cities (Beverly, Salem, Weymouth, Braintree, Smithfield, Danvers, Woburn, and Springfield). We are looking to design a tour for a salesman to minimise the total distance.

Step 1: At first, find the minimal element of each row in the distance matrix and write it $\left(a_{i}\right)$ on the right-hand side of the matrix as follows:

| - | 13 | 45 | 50 | 95 | 15 | 32 | 140 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 15 | - | 40 | 44 | 85 | 22 | 43 | 122 | 15 |
| 42 | 35 | - | 7 | 42 | 55 | 40 | 145 | 7 |
| 48 | 39 | 10 | - | 47 | 58 | 45 | 155 | 10 |
| 105 | 90 | 35 | 42 | - | 98 | 100 | 202 | 35 |
| 12 | 24 | 52 | 55 | 102 | - | 35 | 148 | 12 |
| 35 | 42 | 32 | 42 | 102 | 33 | - | 112 | 32 |
| 135 | 125 | 142 | 150 | 212 | 150 | 110 | - | 110 |

Then, select the smallest element in the list of $a_{i}$; in this example, it is 7 . Next, determine the position of the smallest element (7) in the corresponding row, which is ( $d_{34}$ ), and insert these cities in the proposed route named list-cities \{3$4\}$. In reality, the distance $\left(d_{34}\right)$ represents the minimum distance between all cities in the matrix. Instead of eliminating the visit of these cities in the next iterations, we discard their columns from the matrix: column 3 and column 4.
\(\left[\begin{array}{cccccccc}- \& 13 \& 45 \& 50 \& 95 \& 15 \& 32 \& 140 <br>
15 \& - \& 40 \& 44 \& 85 \& 22 \& 43 \& 122 <br>
42 \& 35 \& - \& 7 \& 42 \& 55 \& 40 \& 145 <br>
48 \& 39 \& 10 \& - \& 47 \& 58 \& 45 \& 155 <br>
105 \& 90 \& 35 \& 42 \& - \& 98 \& 100 \& 202 <br>
12 \& 24 \& 52 \& 55 \& 102 \& - \& 35 \& 148 <br>
35 \& 42 \& 32 \& 42 \& 102 \& 33 \& - \& 112 <br>

135 \& 125 \& 142 \& 150 \& 212 \& 150 \& 110 \& -\end{array}\right]\)|  |
| :---: |
| Distance: 7 |
| Discard columns 3 et 4 |

Step 2: Select the left element in the proposed route listcities, which is (3) and the right one which is (4). Then, find the minimum element for each row: for row 3 , it is (35), and for row 4, it is (39). After that, select the smallest distance, which is 35 , between cities 3 and 2 .

Step 3: Now, insert the last select city, which is 2 , in the proposed route list-cities $\{2-3-4\}$ and discard its column, then return to Step 2.


Step 2: Select the left element in the proposed route listcities, which is (2) and the right one which is (4). Then, find the minimal element for each row: for row 2 , it is (15), and for row 4 , it is (45). Then, select the smallest distance, which is 15 , between City 2 and City 1 .

Step 3: Insert the last selected city, which is 1 in the proposed route list-cities \{1-2-3-4\} and discard its column, then return to Step 2.
\(\left[\begin{array}{ccccccccc}- \& 13 \& 45 \& 50 \& 95 \& 15 \& 32 \& 140 <br>
15 \& - \& 40 \& 44 \& 85 \& 22 \& 43 \& 122 <br>
\hline 42 \& 35 \& - \& 7 \& 42 \& 55 \& 40 \& 145 <br>
48 \& 39 \& 10 \& - \& 47 \& 58 \& 45 \& 155 <br>
105 \& 90 \& 35 \& 42 \& - \& 98 \& 100 \& 202 <br>
12 \& 24 \& 52 \& 55 \& 102 \& - \& 35 \& 148 <br>
35 \& 42 \& 32 \& 42 \& 102 \& 33 \& - \& 112 <br>

135 \& 125 \& 142 \& 150 \& 212 \& 150 \& 110 \& -\end{array}\right]\)|  |
| :---: |
| Distance: 57 |
| Discard column 1 |

Step 2: Select the left element in the proposed route listcities, which is (1) and the right one which is (4). Then, find the minimal element for each row: for row 1, it is (15), and for row 4, it is (45). After that, select the smallest distance, which is 15 , between City 1 and City 6.

Step 3: Insert the last selected city, which is 6, in the proposed route list-cities $\{6-1-2-3-4\}$ and discard its column, then return to Step 2.
\(\left[\begin{array}{cccccccc}- \& 13 \& 45 \& 50 \& 95 \& \boxed{15} \& 32 \& 140 <br>
15 \& - \& 40 \& 44 \& 85 \& 22 \& 43 \& 122 <br>
42 \& 35 \& - \& 7 \& 42 \& 55 \& 40 \& 145 <br>
48 \& 39 \& 10 \& - \& 47 \& 58 \& 45 \& 155 <br>
105 \& 90 \& 35 \& 42 \& - \& 98 \& 100 \& 202 <br>
12 \& 24 \& 52 \& 55 \& 102 \& - \& 35 \& 148 <br>
35 \& 42 \& 32 \& 42 \& 102 \& 33 \& - \& 112 <br>

135 \& 125 \& 142 \& 150 \& 212 \& 150 \& 110 \& -\end{array}\right]\)|  |
| :---: |
| Distance: 72 |
| Discard column 6 |

Step 2: Select the left element in the route list-cities, which is (6) and the right one which is (4). Then, find the minimum element for each row: for row 6 , it is (35), and for row 4 , it is (45). After that, select the smallest distance, which is 35 , between City 7 and City 6.

Step 3: Insert the last selected city, which is 7 in the proposed route list-cities $\{7-6-1-2-3-4\}$ and discard its column, then return to Step 2.


Step 2: Select the left element in the proposed route listcities, which is (7) and the right one which is (4). Then find the minimal element for each row: for row 7, it is (102), and for row 4 , it is (47). Then, select the smallest distance, which is 47 , between City 5 and City 4 .

Step 3: Insert the last select city, which is 5 in the proposed list-cities \{7-6-1-2-3-4-5\} and discard its column, then return to Step 2.


Step 2: Select the left element in the proposed route listcities, which is (7), and the right one, which is (5). Then, find the minimal element for each row: for row 7 , it is (112), and for row 5, it is (202). Then, select the smallest distance, which is 112 , between City 8 and City 7 .

Step 3: Insert the last selected city, 8, in the proposed route list-cities \{8-7-6-1-2-3-4-5\} and discard its column. All cities are on the list, so go to step 4.


8-7-6-1-2-3-4-5
Distance: 266
Discard column 8

Step 4: Transfer the proposed route list-cities \{8-7-6-1-2-$3-4-5\}$ to a tour by starting and ending with the same city (1). Accordingly, change the position of the first element to the end of the list until city number 1 is at position 1 . For
example, change the position of city 8 to the last position after city 5 , transfer city 7 after city 8 , and so on. Then, we obtain the $\{1-2-3-4-5-8-7-6\}$. Finally, add city 1 to the end of the route $\{1-2-3-4-5-8-7-6-1\}$ and compute the total distance, which will be equal to 464 . Our method Dhouib-Matrix-TSP1 is better (19 units in less) than the Hungarian method (which is 483).

## 4. The Computational Results

The Python language is used to implement the proposed Dhouib-Matrix-TSP1 method, and some examples will be used to prove its efficiency in finding the optimal or the near-optimal solution in polynomial time (only $n$ iterations, where $n$ is the number of cities).

[14] designs a method named One's Assignment method to solve the TSP. Fig 2. shows that our method Dhouib-Matrix-TSP1 finds the optimal solution in exactly 5 iterations.


Fig. 2 Solving the instances of [15] by Dhouib-Matrix-TSP1
[15] applies the Hungarian method to find a tour for 8 cities with a distance of 34 , whereas our method finds a better solution \{1-2-3-7-8-6-4-5-1\} with a distance of 26 (improvement of $24 \%$ ).

## 5. Conclusion

In this paper, a new column-row method named Dhouib-Matrix-TSP1 and composed of four steps is designed. Then, several numerical examples are depicted, each example is simulated using the Python language, and the solution is compared to the optimum.

It can be concluded that the proposed Dhouib-MatrixTSP1 method uses a simple technique and generates an optimal or a near-optimal solution in polynomial time (on only $n$ iterations). An extension to this work is to apply our method to other combinatory optimization problems.
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