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Abstract 
               The realization of garbage classification has 

become a hot topic in society, but today’s garbage 

processing plants use the manual pipeline sorting method 

for waste sorting. This kind of work method has a harsh 

working environment, high labor intensity, low sorting 

efficiency. Moreover, for the treatment of large amounts 

of garbage, manual sorting can only sort out a minimal 

part, and the vast majority of the remaining garbage can 

only be landfilled, which undoubtedly brings significant 

waste of resources and environmental pollution risks. 

With the application and development of deep learning 

technology in computer vision, it is possible to use AI 

technology to automatically sort waste: using cameras to 

take pictures of waste and then detecting the type of waste 

in the pictures so that the machine can automatically sort 

waste. This can significantly save colossal labor costs and 

improve waste sorting efficiency. This paper is based on 

deep residual weakly supervised learning ResNext series 

networks to classify garbage images, researches and 

explores AI technology for garbage classification, and 

contributes to the whole society is garbage classification. 
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I. INTRODUCTION 

In daily life, each of us produces much garbage and 

throws out much garbage. It can be said that we are 

making garbage every day, and the amount of garbage 

produced is incredibly huge. In some areas with good 

garbage management, most of the garbage will be 

harmlessly treated, such as sanitary landfill, incineration, 

and compost. However, in more places, the way to deal 

with garbage is just simple stacking or landfilling, which 

will seriously cause the spread of odor and contaminate 

the soil and groundwater. However, the cost of a harmless 

treatment of garbage is also very high. According to 

different treatment methods, the cost of processing one 

ton of garbage ranges from about one hundred to several 

hundred yuan. We consume many resources for large-

scale production and consumption and thus produce a 

large amount of waste[1]. In the long run, if we do not 

adopt an effective waste classification method to deal with 

it, the consequences will be unimaginable. 

Garbage classification is to classify and release 

garbage at the source and to put it back into resources 

through clearing and to recycle the classified garbage. 

Today’s garbage classification method is a reform of 

traditional garbage collection and treatment methods. It is 

an effective and scientific method of garbage disposal. In 

the face of increasing garbage production and 

deteriorating environmental conditions, how to maximize 

the utilization of garbage resources, reduce the amount of 

garbage disposal, and improve the surrounding 

environment through effective garbage classification 

management are currently the issues of common concern 

to all countries in the world. 

Garbage classification can not only reduce the cost 

of waste disposal and the consumption of land resources 

but also reduce pollution and turn waste into treasure. If 

the garbage can be sorted and recycled in time[2], it will 

significantly solve the garbage problem. 

II. APPLICATION AND DEVELOPMENT OF 

DEEP LEARNING IN IMAGE 

CLASSIFICATION 

As an image processing problem, image classification 

tasks mainly learn the features of images to determine 

whether a specific object is included in the picture. 

Traditional image classification algorithms generally use 

manual features or feature learning methods to learn the 

image to infer the types of objects in the picture. 

However, this type of feature extraction method is 

manually designed, which is not only a tedious process 

but also can only represent the low-level information of 

the image. This is a kind of shallow learning and cannot 

fully characterize the specific information of the image. 

Due to well good at deep network structure, deep 

learning[3] can better extract higher-dimensional image 

features from the data and learn more abstract information 

of the image to characterize it better. Deep learning shows 

its excellent ability on the image classification task, and 

its feature extraction process is entirely automatic, without 

the need for manual feature description and extraction. 

Convolutional neural network(CNN) is the leading 

research hotspot in image classification[4], and it has 

shown good capabilities in image feature extraction and 

representation. With the increase of the CNN model’s 

depth, the image feature information extracted by it is 

more and more advanced and abstract. Therefore, it can 

better represent the image subject semantics and has a 

good image classification effect. 

Since the design of AlexNet[4] successfully won the 

championship of ImageNet image classification in 2012, 

research results on deeper convolutional neural networks 

have continuously appeared. In 2014, GoogLeNet[5] 

designed the Inception module structure from the 

perspective of designing the network structure to capture 
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different scales’ features. The VGG[6] network model in 

the same year further proved the importance of the 

network’s depth in improving the model effect. ResNet[7], 

a deep residual network in 2015, proposed fitting residual 

networks to better train deeper networks. Subsequent 

classification networks such as Google’s inception 

series[8] and 2017 mainstream models DenseNet[9], which 

won the best paper award, all learned from ResNet’s 

design ideas. 

 

III. INTRODUCTION TO THE USE MODEL 

A. ResNet model 

Proposed in 2015, ResNet[7] won the championship in the 

ImageNet image classification competition that year. 

Thanks to relatively simple and powerful, it can be said to 

be the most widely used deep learning feature extraction 

network at present, such as applied to everyday objects 

detection, image segmentation, recognition, and other 

tasks. 

ResNet has a variety of different layer structures, 

including two main types, respectively, for ResNet-18/34 

and ResNet50/101/152, as the following two structures: 

 
figure.1 Two ResNet structures[7]. 

By drawing on the 1x1 convolution layer structure of the 

Inception network, the design of the right part can not 

only save calculation time and shorten the training time of 

the entire model but also can significantly reduce the 

number of calculations and parameters. In contrast to the 

left, the number of structural parameters can be reduced 

by almost 17 times. 

B. ResNext model 

ResNeXt[10] is an upgraded version of ResNet. In contrast, 

the ResNeXt network structure is concise, easy to 

understand, and powerful enough. There are fewer 

hyperparameters that need to be manually adjusted, and 

the results of ResNeXt are better than ResNet with the 

same number of parameters. 

Xie et al. [10] analyzed the standard paradigm of 

neural networks in the ResNeXt paper and concluded that 

they conform to the mode of splitting-transforming-

aggregating. For example, in the most straightforward 

fully connected network, 

 
Figure.2 Fully connected network. 

The following formula can represent a general unit of a 

neural network:  
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Here x = [ x 1, x 2,….., x n] is an n-dimensional input 

vector, w is a weight vector, and w i is the weight 

coefficient of the i-th dimension of the input vector. Here 

splitting first, the input vector x  is divided into multiple 

single dimensions ix ; then transforming, adding weights 

w i to each input vector dimension; finally aggregating 

to “equation 1”. The author made the following 

substitutions in the ResNeXt paper,  
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, according to the identity mapping relationship of the 

ResNet network[7], the structure with residual can be 

expressed by the following formula:       

1

f( )= ( )
C

i

i

x x x
=

+ 
                      (3) 

Here T(x) represents any mapping transformation 

function, C refers to cardinality, which is a new concept 

of constructing a CNN network introduced by the author 

and the depth and width of the network. Based on not 

deepening the depth and width of the network, increasing 

the cardinality can not only reduce hyperparameters but 

also effectively improve the accuracy of the model; C is 

also representing the number of branches in a block, 

which can be used to measure model complexity. 
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In the comparison of the basic block units 

constituting ResNeXt and ResNet, we can see: 

 

figure.3 Basic block comparison[10]. 

The residual connection directly connected from the input 

to the output is x  in “equation 3” above. The remaining 

part on the right side of “equation 3” is the branch 

structure’s transformation, and then two transformations 

are aggregated. This mode is consistent with the splitting-

transforming-aggregating mentioned above, which has 

more robust feature extraction capabilities, higher 

abstraction levels, and is more effective than ResNet 

networks. For example, in the comparison between 

ResNet-50 and ResNeXt-50, although their network 

structure has the same number of parameters, the latter 

has more robust feature extraction capabilities and higher 

accuracy. 

C. ResNext-101 series network 

In June 2019, Facebook’s He Kaiming team open-sourced 

ResNext WSL, the strongest ResNext pre-training model, 

where WSL said weakly supervised learning[11]. It first 

used 940 million pictures on Instagram to do weakly 

supervised pre-training (these Instagram dataset images 

have not gone through Special labeling), and then fine-

tuning with ImageNet, the model has a total of more than 

800 million parameters. The following are the names of 

ResNext-101 WSL 4 models, parameter size, floating-

point of operations, and accuracy: 

Table 1. ResNext-101 WSL[11] 

Model Params FLOPs Top1 Acc Top5 Acc 

32 x 8d 88M 16B 82.2% 96.4% 

32 x 16d 193M 36B 84.2% 97.2% 

32 x 32d 466M 87B 85.1% 97.5% 

32 x 48d 829M 153B 85.4% 97.6% 

Among them, Top-1 Accuracy is the accuracy rate 

of the category with the highest predicted probability, and 

Top-5 Accuracy is the accuracy rate of the correct 

category with the top five predicted probability; The 

experimental results show that the Top1 accuracy of 

ResNext-101_32x48d_WSL achieves the latest accuracy 

of 85.4%, refreshing the record of ImageNet. 

IV. EXPERIMENTAL RESULTS AND ANALYSIS 

A. Dataset 

This dataset has a total of 14,802 pictures, and each 

picture contains common trash in life, such as fruit peels, 

disposable snack boxes, cigarette butts. The garbage 

classification standard of this paper adopts the Shenzhen 

in China garbage classification standard, which are four 

significant types of garbage, recyclables, kitchen waste, 

hazardous waste, and other garbage, and subdivided into 

43 sub-categories. For example, leftovers and fruit peels 

are kitchen waste, old clothes and cans are recyclables, 

dry batteries and expired drugs are hazardous wastes, and 

cigarette butts and towels are other waste. 

An example of the result of the final output of the 

picture is: 

 

figure.4 Other garbage/cigarette butts. 

In this paper, the original data is divided into a 

training set and a test set with a ratio of 9:1, where the 

number of training sets is 13321 pictures, and the test set 

is 1481 pictures; 

B. Experimental 

In this experiment, ResNext-101_32x8d_WSL and 

ResNext-101_32x16d_WSL were used as baseline model, 

and several sets of comparative experiments were 

designed. Due to a large number of model parameters and 

insufficient server computing power, ResNext-

101_32x32d_WSL and the more powerful ResNext-

101_32x48d_WSL can only be reduced the parameter size 

to adapt to the model, such as reduce the image input size, 

reduce train and test batch size. However, such results 

lead to longer training time, slower convergence, and the 

final effect is not very well, not elaborate here. 

In this experiment, the GPU uses 4 TeslaP100; each 

graphics card memory is 16G; the operating system 

environment is Ubuntu 18.04.4 LTS 5.3.0-40-generic 

GNU/Linux; the CPU is Intel(R) Xeon(R) Gold 6130 

CPU, and use Pycharm as the development environment 

for this experiment. 

Experiment one is a comparison of two baseline 

model experiments of ResNext-101_32x8d_WSL and 

ResNext-101_32x16d_WSL. The results table are as 

follows: 

Table3. Baseline 32x8d and 32x16d 

Model Train time Top1 Top5 

baseline_32x8d 1h16m30s 93.77% 99.45% 

baseline_32x16d 2h2m59s 94.05% 99.52% 
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The graph is as follows: 

 

 
Figure.5 Baseline 32x8d and 32x16d. 

The ResNext-101_32x16d model has more 

parameters and is more complicated than the ResNext-

101_32x8d model, and the final validation accuracy is 

higher, and the validation loss is lower, but the 

corresponding training time is also longer. 

In the above process and the following experiments, 

the training round is set to 20 epochs because the model 

has almost converged when it is trained to 20 epochs. In 

30, 40, and even higher epochs experiments, the model’s 

effect is not improved, and increasing the training epoch 

blindly will only increase the time cost and consume 

server resources. 

Experiments two, three, and four are based on the 

baseline pre-training models and have been optimized as 

follows: 

(1) Data augmentation[12], do horizontal flip, vertical flip, 

to increase the number of samples and improve the overall 

effect of the model; 

(2) Smooth labeling[13] to prevent incorrect labeling and 

sample imbalance issues; 

(3) Dropout[14] is added at the last fully connected layer of 

the model to reduce the risk of overfitting. 

Furthermore, more attempts have been made in the 

selection of other hyperparameters, such as the loss 

function, using CrossEntropyLoss and FocalLoss[15]; the 

optimizer refers to SGD[16], N Adam, Adabound, Adam, 

RAdam[17] and RMSProp; the initial learning rate is 0.001, 

and the learning rate strategy chooses 

ReduceLROnPlateau method.  

Among them, Experiment two is a comparison 

between ResNext-101_32x8d baseline and ResNext-

101_32x8d after optimization, as shown below: 

Table4. Baseline 32x8d and optimized 32x8d. 

Model Train time Top1 Top5 

baseline_32x8d 1h16m30s 93.77% 99.45% 

optimized_32x8d 1h3m8s 93.98% 99.59% 

The graph is as follows: 

 

 
Figure.6 Baseline 32x8d and optimized 32x8d. 

From the experimental results, it can be seen that 

the training time of the optimized ResNext-101_32x8d 

model is shortened, the accuracy of validation is improved 

more obviously, the accuracy of top1 and top5 is higher, 

and the loss value is also significantly reduced. 

Experiment three is a comparison between 

ResNext-101_32x16d baseline and ResNext-101_32x16d 

after optimization, and the experimental results are as 

follows: 

Table5. Baseline 32x16d and optimized 32x16d. 

Model Train time Top1 Top5 

baseline_32x16d 2h2m59s 94.05% 99.52% 

optimized_32x16d 2h2m44s 94.25% 99.66% 

The graph is as follows: 

 

 
Figure.7 Baseline 32x16d and optimized 32x16d. 

It can be seen from the graph that the optimized 

ResNext-101_32x16d model can achieve higher accuracy 
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and lower loss, and the overall trend of the model is better 

than the baseline model. 

Experiment four is the comparison between 

optimized ResNext-101_32x8d and ResNext-

101_32x16d, as shown below: 

Table6. Optimized 32x8d and 32x16d. 

Model Train time Top1 Top5 

optimized_32x8d 1h3m8s 93.98% 99.59% 

optimized_32x16d 2h2m44s 94.25% 99.66% 

The graph is as follows: 

 

 
Figure.8 Optimized 32x8d and 32x16d. 

Similar to the conclusion of the first experiment, the 

overall effect of ResNext-101_32x16d is still better than 

ResNext-101_32x8d after optimization, which can 

achieve higher accuracy and lower loss. However, due to 

the relatively complicated model, ResNext-101_32x16d 

training time is still longer than ResNext-101_32x8d. 

The above experimental results suggest that the 

optimized model has a higher accuracy for the 

classification task of garbage images. 

 

V. CONCLUSION 

Garbage classification has become a hot topic for 

everyone now. In this era, where we produce a large 

amount of garbage every day, classifying garbage, 

integrating resources, and protecting the environment 

have become an indispensable part of our daily life. It is 

of great significance to use the most advanced AI 

technology to help people sort waste, realizing the 

practical application of the latest technology. 

Additionally, make people aware that the development of 

new technologies has promoted and improved the quality 

of people’s daily, which will undoubtedly spur Continued 

innovation of technology and practical application 

innovation. 
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