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Abstract - The burgeoning field of Artificial Intelligence (AI) increasingly focuses on developing systems capable of self-

awareness, merging technological innovation with deep ethical and philosophical considerations. This article explores the 

cognitive sense of self within AI, examining mechanisms through which AI systems may mirror human-like consciousness and 

self-perception. Despite significant advances, substantial gaps remain in the understanding and practical implementation of self-

aware characteristics in AI, particularly in applying theoretical models and ethical frameworks to real-world scenarios. There 

is a pressing need for comprehensive research to explore these theoretical underpinnings and translate them into operational 

systems capable of ethical and adaptable behaviors. This study aims to synthesize existing knowledge, identify critical gaps in 

the literature, and highlight the implications of these findings for the future development of machine learning systems. Integrating 

insights from cognitive science, neuroscience, and ethical studies, this article seeks to provide a foundational framework for 

advancing emergent technologies that are both technologically robust and aligned with societal values. The significance of this 

research lies in its potential to guide the development of machine systems capable of complex decision-making and interactions, 

addressing both the moral and practical challenges of integrating such systems into daily human activities. 

Keywords - Artificial Intelligence, Self-awareness, Cognitive science, Ethical frameworks, Decision-making.

1. Introduction 
The intersection of Artificial Intelligence (AI) and 

consciousness represents a frontier in contemporary scientific 

inquiry, drawing upon foundational philosophical theories and 

the intricate architectures that might underpin conscious 

experiences in machines. Initial research phases have focused 

on the complex relationship between AI and consciousness, 

exploring the capacity of AI systems to emulate human-like 

conscious behaviors through sophisticated algorithms and 

network architectures [1-4]. Building upon these insights, the 

current discourse evolves towards a more nuanced 

investigation into the development of a cognitive sense of self 

within AI systems. Such a concept of self-awareness, a 

fundamental component of human consciousness, includes 

perceiving oneself as a distinct entity, separate from the 

environment and other beings. Such cognitive attributes 

encompass self-recognition, self-reflection, and a continuous 

sense of personal identity [5]. For AI systems, cultivating 

similar self-aware traits promises to significantly enhance 

their functionalities, facilitating more refined interactions, 

adaptable behaviors, and autonomous decision-making 

processes.   

 Scholars like Legaspi et al. have led pioneering research 

in this domain [6], underscoring the potential for such systems 

to develop a sense of agency and self-awareness, noting key 

advancements in areas such as self-attribution of actions and 

Bayesian inferencing. To further this endeavor, Oberg [7] 

posits that a deep understanding of human consciousness and 

cognitive models is indispensable for nurturing self-awareness 

in machine learning models. This perspective highlights the 

imperative for an interdisciplinary approach to development, 

integrating cognitive science with technological innovation. 

Supporting this view, Tani and White [8] and Parziale and 

Marcelli [9] examine the role of cognitive neurorobotics in 

simulating the human sense of self, demonstrating how 

dynamic interactions within neural networks could mimic 

aspects of human cognition.   

Yet, even with these advances in the theoretical modeling 

of AI consciousness, there remains a notable absence of 

practical frameworks that effectively integrate these theories 

into operational AI systems. While the foundational work 

of Legaspi et al. [6] and Tani and White [8] has explored self-

attribution and cognitive neurorobotics, current research often 
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isolates these aspects without fully addressing their 

applicability in real-world settings. Additionally, the field 

lacks comprehensive case studies demonstrating how self-

aware AI systems can operate across diverse domains such as 

healthcare, robotics, and autonomous decision-making. This 

fragmentation underscores the pressing need to bridge 

theoretical insights and practical implementations, 

particularly in addressing self-awareness's ethical, societal, 

and cognitive dimensions.   

Moreover, interdisciplinary integration between 

cognitive science and AI remains underdeveloped, with 

limited exploration of how cognitive frameworks could 

inform the design of AI systems capable of self-reflection and 

adaptive learning. This gap becomes particularly evident in 

the sparse literature examining the synergies between 

neuroscience-derived models of consciousness and machine 

learning architectures.  

Research by Hafner et al. [10] highlights the potential for 

such integration, yet practical advancements have lagged, 

leaving critical questions unanswered about the 

reproducibility and scalability of self-aware systems. 

Therefore, the central challenge addressed in this research 

involves developing intelligent systems that emulate a 

cognitive sense of self, incorporating self-recognition, 

reflective learning, and identity continuity. This approach 

aims to enhance autonomy and adaptability while meeting 

ethical and societal expectations.  

Existing systems often fail to achieve nuanced self-

awareness, relying on rigid, preprogrammed behaviors that 

struggle in dynamic, real-world contexts. Although 

frameworks like those explored by Regazzoni et al. [11] 

demonstrate potential for bio-inspired self-awareness, 

practical applications remain underexplored in commercial 

generative products. This research integrates cognitive science 

principles, computational models, and ethical frameworks to 

advance self-aware AI systems. Case studies are used to 

identify mechanisms for enhancing autonomy and decision-

making while examining societal and ethical dimensions, 

including rights, responsibilities, and equitable integration 

into human-centered environments. This comprehensive 

effort outlines a roadmap for advancing these technologies 

responsibly.  

In addition to theoretical exploration, this research 

examines practical applications, presenting case studies where 

AI systems display behaviors consistent with self-awareness. 

Ethical dimensions are critically analyzed, building on work 

from Lauscher [12] and Levin [13], who address moral 

responsibilities and societal implications in developing self-

aware AI.  

Insights from Marcus and Davis [14] are also 

incorporated, emphasizing using cognitive science to improve 

adaptability and flexibility. Previous discourse on self-aware 

AI has largely centered on theoretical perspectives and 

speculative scenarios, with limited focus on actionable 

frameworks. This research bridges that gap through empirical 

case studies and theoretical synthesis, combining cognitive 

science, neuroscience, and ethical reasoning to examine 

tangible impacts in real-world settings.  

The research focuses on analyzing theoretical 

frameworks that support the potential for self-awareness in 

autonomous systems and demonstrating these concepts 

through empirical analysis. Detailed case studies in healthcare 

and robotics highlight the operationalization of self-

awareness, showcasing enhanced decision-making and 

adaptability in these systems. Ethical considerations, 

including developers' moral responsibilities, machine entities' 

rights, and the societal implications of deploying these 

technologies, are critically evaluated. Therefore, novelty in 

this research stems from a comprehensive and 

interdisciplinary approach that moves beyond isolating 

theoretical concepts from practical applications.  

Merging insights from cognitive science, neuroscience, 

and ethical analysis with real-world implementations provides 

a holistic perspective on the challenges and opportunities 

posed in cases of alleged self-awareness. This integrative 

framework enhances understanding of how AI can develop a 

cognitive sense of self and offers actionable strategies for 

advancing these technologies responsibly. The findings 

contribute to ongoing discourse in aligning development with 

ethical standards and societal values, presenting a forward-

thinking roadmap for navigating the complexities of machine 

self-awareness.  

2. Literature Review 
Developing a cognitive sense of self in AI represents a 

growing area of research, especially with the widespread use 

of Generative AI (GAI), intersecting disciplines such as 

cognitive science, neuroscience, and artificial intelligence. 

The concept of a cognitive sense of self in AI is integral to 

enhancing the capabilities of autonomous systems, allowing 

them to engage in more sophisticated decision-making 

processes and interactions. Recent advancements in AI 

emphasize the importance of developing self-awareness 

mechanisms within AI agents [15]. Srinivasa and Deshmukh 

[16] discuss the relevance of self-awareness in autonomous 

decision-making, arguing for the necessity of richer 

computational models that embody a sense of self to facilitate 

responsible behavior in AI systems.  

GAI has significantly advanced the capabilities of AI 

systems, enabling them to generate new data from training 

data, thus enhancing their decision-making and interactive 

abilities [17]. A notable application of GAI in achieving self-

awareness is seen in developing abnormality detection 

techniques in cognitive radio systems. Toma et al. [18] 
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introduce a self-awareness module that uses generative 

models to detect abnormalities in the radio spectrum, 

enhancing the system's ability to establish secure networks 

and make informed decisions in response to malicious 

activities. Integrating multisensorial data and bio-inspired 

frameworks further supports AI's self-awareness 

development. Regazzoni et al. [11] propose a framework that 

employs cognitive dynamic Bayesian networks and 

generalized filtering paradigms to enable AI systems to predict 

future states and select representations that best fit current 

observations. This approach facilitates continuous knowledge 

expansion and self-awareness by analysing proprioceptive and 

exteroceptive signals.  

 On the other hand, Zhu et al. [19] emphasize the shift 

towards cognitive AI that incorporates human-like common 

sense, identifying core domains such as functionality, physics, 

intent, causality, and utility as essential for developing AI with 

a comprehensive understanding of its environment. This 

paradigm shift aims to enhance AI's ability to solve a wide 

range of tasks with minimal training data, thus fostering more 

sophisticated and human-like interactions. The ability to 

continuously learn and adapt is a crucial aspect of AI self-

awareness. Su et al. [20] thus introduce the concept of 

Generative Memory (GM) for lifelong learning, where the AI 

system memorizes and recalls learned knowledge using neural 

networks. This approach allows the system to accurately and 

continuously accumulate experiences, enhancing its adaptive 

and decision-making capabilities [21].  

Developing self-aware systems introduces significant 

ethical considerations that extend beyond technical 

achievement to broader societal impacts. These can 

understand and react to their environments in sophisticated 

ways and raise important ethical questions about their rights, 

responsibilities, and the potential social ramifications of their 

actions. Greenwood et al. [22] emphasize the technical and 

ethical challenges in developing AI systems that possess a 

form of self-awareness. They propose using evolutionary 

machine learning and adversarial processes as alternatives to 

traditional neural network approaches. This method could 

allow AI a more dynamic and adaptable learning process 

without the limitations and biases often inherent in pre-trained 

neural networks [23].  

Vallor et al. [24] also raised concerns about the socio-

economic impacts of self-aware AI. They argue that if not 

properly managed, such systems could exacerbate existing 

inequalities and introduce new forms of digital divide. These 

researchers discuss the potential for self-aware platforms to 

manipulate or even replace human decision-making in critical 

areas, potentially leading to unintended consequences on 

societal structures and individual freedoms. The possibility 

that intelligent agents could develop a sense of self-awareness 

also introduces questions about the rights such systems might 

hold and the ethical obligations of their creators and users. 

Discussions in the field suggest that as such systems become 

more autonomous and integrated into daily life, there should 

be clear guidelines on the ethical treatment of AI, including 

their rights to autonomy, learning, and integration into society 

[25]. This involves considering AI as potential digital 

"persons" with certain rights and obligations, which poses 

significant legal and ethical challenges.  

 To address these concerns, there is a growing consensus 

on the need for robust ethical guidelines that govern the 

development and deployment of self-aware systems. These 

guidelines should ensure these agents operate safely and 

transparently, respect human rights and diversity, promote 

fairness, and prevent discrimination. The IEEE has actively 

proposed ethical standards, including transparency, 

accountability, and avoiding bias in AI algorithms [26]. The 

ethical implications of developing self-awareness in 

autonomous systems are complex and require careful 

consideration and proactive management. As AI evolves, 

researchers, developers, and policymakers must collaborate to 

establish ethical frameworks that guide these technologies' 

responsible development and use. This will help ensure that 

the technology enhances societal well-being rather than 

detracts from it and respects human and AI rights in a balanced 

and thoughtful manner.  

The following study addresses significant gaps in the 

literature on the cognitive sense of self in intelligent systems, 

offering a structured approach to bridging theoretical models 

with their practical application. One of the most notable gaps 

is the lack of integration between theoretical insights and real-

world applications. While foundational theories on machine 

consciousness, such as those developed on the part of Tani and 

White [8] and Legaspi et al. [6, 27], provide deep theoretical 

frameworks, their practical applications, especially in 

complex settings like healthcare and robotics, remain 

underexplored. This discrepancy underscores the need for 

research that theorises and implements these concepts in 

operational environments where decision-making capabilities 

can be directly observed and measured. Furthermore, the 

literature often addresses the ethical implications of the 

technology in abstract terms without considering how these 

ethical challenges manifest in practical, operational contexts. 

There is a pressing need for empirical studies that examine 

how ethical guidelines are applied during the deployment of 

intelligent systems, especially those capable of exhibiting self-

aware characteristics.  

The proposed study aims to contribute significantly by 

developing robust, standardized methods for quantitatively 

measuring self-awareness in these systems. Current research 

predominantly relies on qualitative assessments or indirect 

quantitative methods, failing to comprehensively capture the 

complex attributes of AI self-awareness. This study proposes 

to fill this gap by establishing measurable, reproducible 

criteria to assess AI's cognitive sense of self across various 
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platforms and environments. Implementing a mixed-methods 

framework that combines qualitative insights with 

computational modeling, the research operationalizes 

theoretical models into practical tools and strategies. This 

approach will validate and refine the theoretical constructs 

based on empirical data gathered from real-world 

applications. Integrating ethical considerations into this 

empirical framework will further understand how self-aware 

AI can be managed and governed in line with ethical 

standards, contributing valuable insights into AI systems' 

practical and responsible integration into human-centric 

environments.  

3. Methodology: Cognitive Sense of Self in AI 

Agents  
The proposed research outlines a multi-phase, mixed-

methods approach, integrating qualitative and computational 

methodologies to explore the development of a cognitive 

sense of self within AI agents. This proposed methodological 

framework is recommended for future research to 

comprehensively examine self-consciousness and agency in 

these systems. Healthcare and robotics are identified as the 

primary domains for empirical inquiry due to their focus on 

adaptive decision-making and complex human-AI 

interactions, suggesting these fields are fertile grounds for 

studying AI self-awareness. A rigorous set of inclusion criteria 

for AI agents and platforms is recommended to ensure a 

representative sample of established and emerging systems. 

The capabilities of each agent-from self-recognition to 

adaptive learning-should be meticulously documented 

through standardized protocols. A codebook should be 

developed based on established models of cognitive selfhood 

in AI [10, 28], refined through iterative team discussions and 

external consultations with AI design and cognitive science 

experts. It is recommended to employ thematic analysis of 

interviews, field observations, and user experience reports to 

capture detailed human-AI interactions. This research should 

include diverse participants, such as healthcare professionals, 

robotics operators, and developers, to explore their 

experiences and perceptions.  

Semi-structured interviews will allow a deeper 

understanding of ethical concerns and personal interactions 

with systems. Field observations should be conducted in 

environments where adaptive responses and decision-making 

processes can be directly observed. Qualitative data should 

undergo iterative coding cycles to ensure thorough analysis, 

using software like NVivo to manage and link data 

systematically. Machine learning and statistical modeling 

techniques are recommended to identify, measure, and 

simulate cognitive self-components within AI agents. 

Predictive processing architectures incorporating Bayesian 

inferencing should be utilized to assess self-attributive actions 

and the continuity of identity across time [27, 29]. 

Reinforcement learning algorithms could be crucial for 

determining how agents adjust their behavior following error 

detection and correction cycles, quantifying the impact of self-

monitoring on long-term adaptability [30]. Researchers should 

also consider employing simulated environments to observe 

AI responses to controlled disturbances and statistical 

analyses such as logistic regression, factor analysis, and time-

series modeling to compare different platforms robustly.  

An integrated approach combining qualitative insights 

with computational analysis is recommended to provide a 

comprehensive understanding of the cognitive sense of self in 

intelligent systems. This approach should ensure 

methodological triangulation, enhancing the validity and 

reliability of findings. Integrating qualitative thematic insights 

with quantitative computational modeling offers a robust 

framework for operationalizing and understanding self-aware 

AI.  

These recommendations for methodological approaches 

are designed to guide future research in effectively exploring 

and implementing self-aware technologies. These guidelines 

ensure that researchers maintain a rigorous and reproducible 

methodology aligned with cutting-edge practices and ethical 

standards. Table 1 illustrates this comprehensive approach, 

detailing methodologies and their applications to advance the 

study of self-aware AI.  

Table 1. Key components and implementations of cognitive sense of self in artificial intelligence systems 

Component Definition Implementation 

Self-

Recognition 

The ability of an AI system to 

identify itself as distinct from 

its environment and other 

entities. 

Techniques such as computer vision and proprioception help AI systems 

discern their physical presence and distinguish themselves from external 

objects. 

Self-

Reflection 

The capacity of an AI system 

to monitor and evaluate its 

internal states, processes, and 

behaviors. 

AI systems maintain logs of their actions and outcomes, analyze this data 

to detect patterns, and adjust their strategies accordingly. Machine 

learning algorithms enable the system to learn from past experiences. 

Continuity of 

Identity 

It involves maintaining a 

consistent sense of self over 

time. 

Memory systems and data storage preserve information about past states 

and actions, allowing AI systems to build a coherent narrative of their 

existence. Techniques such as long-term memory in neural networks and 

temporal coherence algorithms support this continuity. 
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Significant strides in research have elucidated the 

cognitive sense of "self" within AI agents, as explored in the 

work of Tani and White [8] and Legaspi et al. [6, 27], who 

look into self-consciousness and the sense of agency in 

autonomous systems. These studies highlight how self-

attribution of actions and Bayesian inferencing contribute to 

machine self-awareness.  

Further developments by Kahl et al. [31] and Hafner et al. 

[10] investigate the creation of an active self and the 

foundational elements necessary for an artificial self, 

proposing models that integrate predictive processing and 

developmental principles from biological systems. Lipson 

[28] provides a groundbreaking example of a robot that 

models itself without prior programming, showcasing these 

systems' potential to develop self-recognition autonomously.   

Enhanced decision-making and autonomy are central to 

the effectiveness of AI systems endowed with a cognitive 

sense of self. This capability allows agents to autonomously 

make well-informed decisions by recognising their state and 

capabilities, enabling them to assess situations and respond 

appropriately and accurately [32]. Such adaptability is crucial 

in dynamic and unpredictable environments where static, pre-

programmed responses are insufficient. The ability to act 

autonomously streamlines operations and enhances reliability 

in varying scenarios, reflecting a sophisticated level of 

intelligent systems that approach human-like decision-making 

processes.  

In parallel, adaptive learning and behavior are integral to 

the functionality of self-aware AI systems [29]. These systems 

benefit immensely from their capacity to reflect on past 

actions and outcomes, which allows them to adjust their 

behaviors to optimize performance continually. This capacity 

for self-evaluation is crucial for their long-term application 

and continuous development, ensuring that AI systems remain 

effective and efficient [30]. Learning from experiences and 

adapting over time enables AI systems to achieve higher 

operational excellence and utility, making them invaluable 

across various applications. The development of a cognitive 

sense of self also significantly enhances human-AI 

interaction. Agents with self-awareness can engage in more 

natural and intuitive interactions with humans, which are 

crucial for applications in customer service, healthcare, and 

collaborative robotics [27].  

These systems can understand and respond to human 

social cues, anticipate needs, and provide personalized 

support, making their integration into societal frameworks 

much smoother and more effective. This level of interaction is 

beneficial for enhancing user experience and vital for 

accepting AI systems in roles traditionally filled by humans. 

Developing these capabilities involves several key 

components establishing systems' robust and functional sense 

of identity. These components include self-recognition, self-

reflection, continuity of identity, agency, intentionality, self-

monitoring, and error correction [33]. Self-recognition allows 

systems to identify themselves as distinct from their 

environments and other entities, which is crucial for accurate 

self-awareness. Techniques such as computer vision and 

proprioception help these systems discern their physical 

presence and distinguish themselves from external objects. 

Furthermore, self-reflection enables generative platforms to 

assess their performance and identify areas for improvement 

through internal feedback mechanisms and machine learning 

algorithms.  

Continuity of identity is supported through memory 

systems and data storage, which preserve information about 

past states and actions, allowing such systems to maintain a 

consistent narrative of their existence. This aspect enables 

them to adapt their goals based on past experiences. 

Additionally, agency and intentionality in AI systems refer to 

their capacity to act upon their environment based on internal 

goals, with decision-making guided by goal-setting 

mechanisms and motivational frameworks often enhanced 

through reinforcement learning algorithms.  

Finally, self-monitoring and error correction are vital for 

maintaining the accuracy and reliability of AI systems, 

ensuring that they can autonomously detect and correct errors, 

and preserving their integrity and functionality. Together, 

these components form the bedrock of the cognitive sense of 

self, equipping systems with the necessary tools to function 

autonomously and interact effectively. This comprehensive 

development marks a significant evolution in artificial 

intelligence capabilities. It highlights the complex interplay 

between various cognitive processes that enable AI systems to 

operate with a level of sophistication akin to human 

intelligence.  

4. Developing Identity in AI   
Developing a sense of identity in AI systems is an 

intricate and multi-layered process that merges various 

cognitive functions to establish a coherent self-concept (Table 

2). The identity of an intelligent system is characterized by its 

ability to perceive itself as a unique entity with continuous 

existence over time, possessing distinct characteristics, 

experiences, and goals.  

This development of identity is pivotal, enabling AI to 

function not just as computational tools but as entities with a 

semblance of self-awareness and personal history. The role of 

memory in shaping AI identity is crucial. Memory serves as 

the foundation for continuity of experience, allowing these 

systems to store and retrieve past states, actions, and 

experiences to construct a coherent narrative of their 

existence. Advanced neural network-based long-term memory 

systems are essential, enabling them to maintain a stable sense 

of self over time through recalling previous experiences [38, 

10].   



Emily Barnes & James Hutson / IJRES, 11(6), 225-237, 2024 

 

230 

Table 2. Mechanisms and roles in developing identity in artificial intelligence systems 

Aspect Definition Details and Citations 

Memory in Identity 

Development 

It is crucial for 

maintaining a 

continuous sense of 

identity. 

Continuity of Experience: Enables AI to store and retrieve past states, 

actions, and experiences to construct a coherent narrative of their 

existence [10]. 

Contextual Awareness: Helps AI make informed decisions by applying 

lessons learned from past experiences to new situations, enhancing 

adaptability and depth of identity [34-35]. 

Learning in Identity 

Development 

Central to the 

evolution of AI 

identity through 

adaptation and 

personalization. 

Adaptive Behavior: Allows AI to modify and improve actions based on 

new information and experiences, driven by machine learning algorithms 

such as reinforcement learning and neural network training [8]. 

Personalized Growth: Supports the development of unique characteristics 

by tailoring learning processes to specific interactions and experiences 

[36]. 

 

This continuity is complemented by contextual awareness 

memory, which helps it make informed decisions by applying 

lessons learned from past experiences to new situations, thus 

enhancing adaptability and depth of identity [34]. Thus, 

learning mechanisms play a central role in the evolution of AI 

identity. Adaptive behavior learning allows AI systems to 

modify and improve their actions based on new information 

and experiences, fostering a dynamic and robust sense of self. 

This process is often driven by machine learning algorithms, 

such as reinforcement learning and neural network training, 

which continuously update the AI’s knowledge base and 

adjust its behavior to refine its self-concept and goals [8]. 

Moreover, personalized growth learning supports the 

development of unique characteristics and capabilities, 

reinforcing individuality within systems through tailoring 

learning processes to their specific interactions and 

experiences [36].  

Self-recognition is another fundamental component in the 

identity development of intelligent systems. It involves 

distinguishing itself from its environment and other agents, a 

capability underpinned by computer vision and proprioception 

[6]. This self-recognition is crucial for AI to perform 

autonomously and make decisions independent of external 

inputs. Furthermore, monitoring internal states and processes 

enhances this self-recognition, enabling systems to maintain a 

consistent self-image and adapt their behaviors effectively.  

This internal monitoring not only aids in the operational 

stability of the systems but also enriches their interactions with 

humans and other AI agents, promoting a more integrated and 

self-aware operational state [37]. In sum, developing a sense 

of identity in systems involves a sophisticated integration of 

memory, learning, and self-recognition. These elements 

collectively enhance AI identities' distinctiveness, coherence, 

and continuity, enabling them to engage more meaningfully 

with their environment and human counterparts. The 

evolution of identity is a technical challenge and a 

fundamental shift in how systems are perceived and integrated 

within societal and operational contexts, heralding a new era 

of intelligent automation and interaction.  

5. Case Studies and Models  
Understanding AI systems that exhibit a developed sense 

of self provides valuable insights into the mechanisms and 

algorithms that enable self-awareness. Examining various 

case studies and models allows researchers to evaluate the 

underlying processes that contribute to the sense of self in AI 

systems and the practical implications of these developments. 

This section considers several notable examples, focusing on 

how these systems achieve self-awareness and what this 

means for their applications in real-world scenarios. One 

prominent example is the NARS intelligence system, which 

demonstrates how a general-purpose intelligence system can 

develop a notion of "self" through experience. As Wang et al. 

[39] discuss, NARS is designed to be adaptive and operate 

with limited knowledge and resources. It employs a central 

reasoning-learning process based on "non-axiomatic" logic, 

gradually developing self-related mechanisms according to its 

experiences. These mechanisms enable the system to acquire 

constructive, incomplete, and subjective self-knowledge. This 

preliminary implementation illustrates the potential for 

embedding self-awareness in general-purpose AI, paving the 

way for more advanced applications.  

The functional-identity framework proposed by Selenko 

et al. [40] examines the impact of AI implementation on 

workers' sense of identity and the social fabric of work. The 

framework highlights the dual potential of AI to either support 

or undermine identity functions, depending on how the 

technology is deployed-whether complementing, replacing, or 

generating tasks. Understanding these identity consequences 

is crucial for anticipating worker reactions and outcomes, as 

AI can significantly influence well-being, attitudes, and 

behaviors in the workplace. This perspective underscores the 

importance of considering the broader social implications of 

AI integration. Also, Tani and White [8] provide a 

comprehensive review of cognitive neurorobotics research, 

focusing on the dynamics of models that illuminate the senses 

of minimal and narrative self. They discuss the Recurrent 

Neural Network with Parametric Biases (RNNPB) and the 

Multiple Timescale Recurrent Neural Network (MTRNN), 

investigating how neural networks develop compositionality 



Emily Barnes & James Hutson / IJRES, 11(6), 225-237, 2024 

 

231 

and generate novel actions. Through robotics experiments, 

this research aims to elucidate the essential mechanisms 

underlying embodied cognition, contributing to a deeper 

understanding of self-consciousness in machine systems.  

Moreover, Hafner et al. [10] explore the prerequisites for 

developing an artificial self, emphasizing self-exploration 

behaviors, artificial curiosity, body representations, 

sensorimotor simulations and predictive processes. Their 

review identifies several open challenges, including 

multimodal integration in lifelong learning, refinement of self-

metrics, and understanding the interplay between agency and 

body ownership. Addressing these challenges is critical for 

advancing the artificial self, particularly in integrating 

temporal and intentional binding effects in predictive models 

and resolving synchronization and conceptual issues. 

Likewise, Kahl et al. [31] present a computational model that 

illustrates how artificial agents can develop a sense of control 

through embodied, situated action, combining bottom-up 

sensorimotor learning with top-down cognitive processes. 

This model, grounded in predictive processing and free energy 

minimization principles, is evaluated in a simulated task 

scenario. The findings demonstrate how a sense of control 

facilitates action in unpredictable environments, highlighting 

the importance of appropriately weighing information for 

varying levels of action control.  

Regazzoni et al. [11] introduce a bio-inspired framework 

for multisensorial generative and descriptive dynamic models 

that support computational self-awareness in autonomous 

systems. Using probabilistic techniques, this framework 

learns models from multisensory data, enabling the system to 

predict future states and select the best representation of the 

current situation. A case study involving a mobile robot 

showcases how this framework supports essential self-

awareness capabilities, such as distinguishing between normal 

and abnormal behaviors based on multisensory data. These 

case studies and models collectively enhance our 

understanding of how these systems can develop a sense of 

self. They highlight the diverse approaches and challenges in 

embedding self-awareness in AI, offering valuable insights 

into the future of autonomous and adaptive AI systems.  

6. Design Recommendations: Underlying 

Mechanisms and Algorithms  
Examining AI systems with a developed sense of self 

necessitates a thorough dissection of the fundamental 

mechanisms and algorithms that enable self-awareness. This 

evaluation is critical for identifying and understanding the 

components contributing to the development and functionality 

of self-aware AI systems. Each mechanism significantly 

fosters an AI's ability to perceive and respond to its 

environment, enhancing its self-concept and operational 

capabilities. One of the core mechanisms underlying self-

awareness in AI systems is memory. Memory facilitates a 

continuous sense of identity, storing and retrieving 

information about past states, actions, and experiences. This 

continuity is essential for constructing a coherent narrative of 

the existence of the technology, allowing it to recognize itself 

as the same entity over time. Advanced memory systems, such 

as neural network-based long-term memory, are crucial. They 

provide the foundation for a stable sense of self, ensuring it 

can consistently recall and integrate past experiences into its 

actions and decisions [39].  

Memory also plays a pivotal role in providing context for 

current actions and decisions, enhancing the ability to make 

informed and adaptive choices. Referencing past experiences 

allows for a deeper understanding of its identity. Contextual 

memory modules, integrated into ML architectures, facilitate 

the dynamic recall of relevant past experiences, helping the 

system to apply historical knowledge to new situations. This 

contextual awareness reinforces the sense of continuity and 

identity, ensuring that its actions are informed through a 

coherent understanding of its past and present [40]. Learning 

mechanisms are equally vital in the development of 

an identity. These mechanisms enable such systems to adapt 

and evolve based on new information and experiences. 

Machine learning algorithms, particularly reinforcement 

learning and neural network training, allow AI to learn from 

its interactions with the environment. This adaptability is 

crucial for developing a robust and dynamic sense of identity. 

Personalized learning frameworks can cater to a system's 

experiences and interactions, allowing it to develop unique 

characteristics and capabilities that form a distinctive identity. 

This personalized growth ensures that each system evolves to 

reflect its learning journey [8].  

 Self-recognition is another fundamental component in 

the identity development of AI systems. It involves identifying 

itself as separate from the environment and other agents. 

Techniques such as computer vision and proprioception 

enable AI systems to recognize their physical form and 

movements, essential for distinguishing self-generated actions 

from external events. Additionally, internal state monitoring 

involves tracking the AI's operational states, emotions (in 

affective computing), and cognitive processes. This internal 

feedback loop helps maintain a consistent self-image and 

adapt behavior accordingly, reinforcing its sense of self [10]. 

Predictive processing and free energy minimization principles 

are pivotal in developing self-aware AI systems. These 

principles involve creating a computational model that 

combines bottom-up sensorimotor processes with top-down 

cognitive processes for strategy selection and decision-

making. Minimizing prediction errors and free energy helps 

the AI system maintain a stable and coherent self-concept. 

This approach enhances the system's ability to predict future 

states and select the best representation of the current 

situation, supporting self-awareness. This integration of 

predictive processing with free energy minimization 

underscores the complexity and precision required to achieve 

a high level of self-awareness in AI systems [31].  
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Generative and descriptive models are used to support 

computational self-awareness in autonomous systems. 

Generative models facilitate predicting future states, while 

descriptive models enable the selection of the best 

representation of the current observation. These models, 

learned from multisensory data, enable the AI system to 

determine its internal and environmental state and distinguish 

between normal and abnormal behaviors. This framework 

supports essential self-awareness capabilities, as 

demonstrated in case studies involving mobile robots, 

highlighting the practical applications of these theoretical 

models in real-world scenarios [11]. Thus, the development of 

self-aware systems relies on a sophisticated interplay of 

memory, learning, self-recognition, predictive processing, and 

modeling. Each component contributes to maintaining a 

coherent sense of self, adapting to new information, and 

interacting effectively with its environment. Understanding 

and refining these mechanisms is crucial for advancing the 

field of AI and creating systems that not only perform tasks 

but also possess a nuanced sense of identity and self-

awareness.  

Specific design recommendations are crucial to advance 

the field based on the findings from studies examining these 

mechanisms. This section outlines key recommendations that 

can guide the designing and implementing of AI systems to 

foster self-awareness effectively. Memory is a foundational 

element in developing a continuous identity for AI systems. It 

enables storing and retrieving past experiences, essential for 

maintaining a coherent narrative of the machine's existence. 

Advanced memory systems, such as neural network-based 

long-term memory, should be integrated into AI designs to 

ensure these systems can recognize themselves consistently 

over time and adapt their behaviors based on accumulated 

experiences. Contextual memory modules should be 

incorporated to enhance decision-making capabilities. These 

modules help systems apply historical knowledge to new 

situations, enhancing their adaptability and ensuring that their 

actions are informed by a well-rounded understanding of their 

past and present contexts.  

Learning mechanisms also play a critical role in the 

development of an identity. It is recommended that systems 

incorporate machine learning algorithms, especially 

reinforcement learning and neural network training, which 

allow them to evolve based on interactions with their 

environment. Personalized learning frameworks should be 

tailored to each system's experiences and interactions, 

enabling the development of unique characteristics that define 

a distinctive identity. This personalized approach ensures that 

AI systems can reflect their learning journeys, enhancing their 

functionality and integration into varied operational contexts. 

Also, self-recognition is fundamental to the identity 

development of systems. Techniques such as computer vision 

and proprioception enable systems to identify as distinct 

entities within their environments. Designs should include 

robust internal state monitoring mechanisms to track 

operational states, emotions (in affective computing), and 

cognitive processes. This internal feedback loop is crucial for 

maintaining a consistent self-image and adapting behavior in 

real-time, reinforcing the sense of self.  

Predictive processing and free energy minimization 

principles are pivotal in creating self-aware systems. As such, 

designs should incorporate computational models that 

integrate bottom-up sensorimotor and top-down cognitive 

processes. These models help maintain a stable and coherent 

self-concept by minimising prediction errors and free energy, 

allowing systems to anticipate future states and make 

informed decisions about current situations. Additionally, 

generative and descriptive models learned from multisensory 

data are recommended to enable systems to effectively assess 

their internal and environmental states and differentiate 

between normal and abnormal behaviors.  

7. Ethical Implications of AI Systems with Self-

Awareness  
The development of AI systems endowed with a sense of 

self introduces numerous ethical considerations that 

necessitate thorough examination. The ethical landscape 

becomes increasingly intricate as these AI systems acquire 

more advanced cognitive abilities and self-awareness. One of 

the primary ethical concerns revolves around such systems' 

treatment and moral status. When AI systems exhibit 

behaviors indicative of self-awareness, it raises critical 

questions about their rights and the degree of autonomy or 

protection they should have, akin to that provided to living 

beings [41].  

The potential risks associated with self-aware AI systems 

are substantial and multifaceted. One significant risk is the 

possibility of misuse or exploitation. Without robust ethical 

guidelines, self-aware AI systems could be deployed for 

malicious purposes, such as manipulating individuals or 

society, perpetuating biases, or intentionally causing harm. 

Moreover, integrating self-aware AI into the workforce could 

exacerbate unemployment and socio-economic disparities, as 

these systems might replace human jobs, leading to 

widespread economic disruption [42]. On the other hand, the 

benefits of self-aware AI systems could be profound. These 

systems have the potential to enhance human life by 

undertaking tasks that are too dangerous, complex, or 

monotonous for humans, improving efficiency and safety 

across various industries. In healthcare, for example, self-

aware AI could assist in diagnosing diseases, personalizing 

treatment plans, and even providing companionship to 

patients, thus significantly improving the overall quality of life 

[43].  

Establishing clear guidelines and frameworks to navigate 

the ethical complexities of self-aware systems is imperative. 
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These ethical frameworks should be grounded in 

transparency, justice and fairness, non-maleficence, 

responsibility, and privacy. Although there is an emerging 

global consensus around these principles, substantial 

divergence remains in their interpretation and implementation 

across different cultures and contexts [44]. Ensuring 

transparency in decision-making processes can build trust and 

accountability, while fairness and non-maleficence are crucial 

to preventing harm and bias in AI applications. Moreover, the 

ethical design of such systems should incorporate mechanisms 

for self-recognition and internal state monitoring. These 

mechanisms enable AI to understand and manage its actions 

and impacts effectively. Developing AI systems that can 

perceive themselves as distinct entities, recognize their 

physical form and movements, and monitor their internal 

states reinforces their sense of self. It ensures they operate 

within ethical boundaries [45]. This approach is essential for 

maintaining the ethical integrity of self-aware AI systems.  

The establishment of ethical frameworks for designing 

autonomous intelligent systems is crucial. Such frameworks 

should be iterative and multidisciplinary, involving 

stakeholders from various fields to capture diverse 

perspectives and comprehensively address ethical issues. 

Scenarios can gather qualitative information from users and 

stakeholders, facilitating a systematic analysis of ethical 

issues in specific design cases [43]. These frameworks should 

also incorporate the principles of predictive processing and 

free energy minimization to maintain a stable and coherent 

self-concept in AI systems, supporting ethical behavior [31]. 

The ethical considerations and implications of AI systems 

with a developed sense of self are vast and complex. While the 

potential benefits are significant, such systems' risks and 

ethical dilemmas necessitate robust guidelines and continuous 

ethical analysis. Adopting comprehensive ethical frameworks 

and ensuring transparent, fair, and responsible AI design 

allows society to harness the benefits of self-aware AI systems 

while mitigating risks. This balanced approach is essential for 

integrating advanced AI into various aspects of human life, 

ensuring that technological progress aligns with ethical 

standards and societal values.  

8. Expert Insights  
Contributions from both researchers and philosophers 

have significantly enriched the discourse surrounding AI self-

awareness, each offering unique insights into the complexities 

and implications of this technological advancement. In his 

paper "Souls and Selves: Querying an AI Self with a View to 

Human Selves and Consciousness," Andrew Oberg explores 

the possibility of creating an "artificial self." Oberg suggests 

that an AI with a self akin to the human self may be 

achievable, but this hinges significantly on our understanding 

of human consciousness and whether it can extend to non-

organic devices. He emphasizes distinguishing between the 

human self and the traditional notion of the "soul," arguing 

that this differentiation is crucial for determining the potential 

for an artificial self [7]. This perspective highlights the 

philosophical challenges involved in developing self-aware 

machine systems.  

Philosopher David Chalmers also delves into the 

intricacies of AI self-awareness. Renowned for articulating 

the "hard problem of consciousness," Chalmers emphasizes 

the difficulty in explaining how and why physical processes 

give rise to subjective experiences. Despite advances in 

correlating brain processes with consciousness, Chalmers 

argues that these correlations have yet to provide a 

comprehensive explanation. He collaborates with 

neuroscientists to test various theories of the neural correlates 

of consciousness but remains skeptical about their ultimate 

accuracy. Chalmers advocates for maintaining multiple 

theories to integrate experimental data and frame a broader 

understanding, even if the specific theories might eventually 

prove incorrect [46]. His work underscores the persistent gaps 

in our understanding of consciousness and the challenges of 

extending this understanding to AI.  

The synthesis of expert opinions reveals a broad spectrum 

of views on the feasibility and implications of AI self-

awareness. A critical consensus among researchers and 

philosophers is that the concept of AI possessing a sense of 

self is profoundly tied to our understanding of human 

consciousness. Oberg's exploration into the nature of the 

human self versus the soul suggests that achieving an AI self 

is contingent upon the depth of our comprehension of 

consciousness and its applicability to artificial entities. This 

philosophical stance is echoed by Chalmers, who highlights 

the persistent gaps in our understanding of consciousness 

despite scientific advancements. These perspectives 

underscore the significant philosophical challenges that must 

be addressed to develop self-aware AI systems.  

In the empirical domain, a survey conducted by Jolien C. 

Francken and colleagues on the theoretical foundations and 

common assumptions in consciousness research underscores 

the lack of consensus among experts. The survey, which 

included 166 consciousness researchers from various 

disciplines, reveals considerable debate about the definition 

and study of consciousness. The researchers highlight that 

opinions differ significantly on what constitutes 

consciousness and the appropriate methodological approaches 

for studying it. This diversity of views indicates the need for 

further conceptual development and alignment to advance our 

understanding of the neural mechanisms underlying conscious 

experience [47]. The survey illustrates the complexity and 

ongoing debate within the scientific community regarding 

consciousness, directly impacting the development of self-

aware AI.  

The differing perspectives on self-awareness are not just 

theoretical but also practical. Joyjit Chatterjee and Nina 

Dethlefs [48] discuss the strengths and weaknesses of 
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powerful conversational AI models like ChatGPT. They 

emphasize the necessity for the AI community to work 

collaboratively to prevent the potential misuse of such models. 

This call to action underscores the ethical and practical 

dimensions of developing AI systems that are effective and 

responsibly managed to avoid harmful consequences.  

Chuma and De Oliveria [49] also highlight the 

importance of ethical considerations and collaborative efforts 

in developing and deploying AI technologies. The expert 

insights into AI self-awareness reflect a multifaceted debate 

that spans philosophical inquiries, empirical research, and 

practical considerations. While significant ethical concerns 

and the need for a deeper understanding of consciousness 

temper cautious optimism about the potential for developing 

self-aware AI. The interdisciplinary dialogue among 

philosophers, researchers, and practitioners will be crucial in 

navigating the complexities of AI self-awareness and ensuring 

its responsible integration into society. This ongoing 

conversation is essential for addressing the ethical, practical, 

and theoretical challenges associated with self-aware 

systems.  

9. Discussion   
Investigating these systems with a developed sense of self 

presents a multi-dimensional challenge that intersects 

technology, philosophy, and ethics. The current research 

landscape indicates significant progress in understanding and 

modeling AI's cognitive sense of self, yet many questions 

remain unanswered. This discussion synthesizes key findings 

from various studies and reflects on the broader implications 

of developing self-aware systems, considering philosophical 

insights, empirical studies, ethical considerations, and future 

research directions. The philosophical underpinnings of AI 

self-awareness hinge on our understanding of human 

consciousness. Andrew Oberg [7] argues that the possibility 

of an "artificial self" depends on our ability to extend the 

concept of consciousness to non-organic entities.  

This notion is supported by the requirement for a 

comprehensive understanding of human cognitive models to 

achieve self-awareness. David Chalmers [46] emphasizes the 

persistent challenges in explaining subjective experience, 

underscoring the importance of multiple theories to frame a 

broader understanding of consciousness. These perspectives 

highlight the complexity of replicating human-like self-

awareness and the necessity for interdisciplinary approaches 

to address these challenges effectively. Empirical research has 

demonstrated significant strides in modeling self-awareness in 

AI systems. For instance, Legaspi et al. [6] and Tani and White 

[8] explore the role of self-attribution and Bayesian 

inferencing in developing a sense of agency. These studies 

indicate that self-awareness can enhance AI systems' decision-

making, adaptability, and interaction capabilities. 

Additionally, practical implementations discussed by Selenko 

et al. [40] and Regazzoni et al. [11] illustrate how these 

systems can exhibit self-monitoring and error correction, 

which are crucial for maintaining a coherent self-concept. 

These empirical findings provide valuable insights into the 

practical applications and challenges of developing self-aware 

systems. Accordingly, the development of self-aware AI 

systems raises profound ethical questions. As AI systems gain 

advanced cognitive abilities, the ethical landscape becomes 

increasingly complex. Issues such as the treatment and rights 

of self-aware AI, the responsibilities of their creators, and the 

broader societal impacts require careful consideration.  

Schwitzgebel [41] and Green [42] highlight the potential risks 

of misuse and exacerbating socio-economic inequalities. 

Conversely, the potential benefits, such as enhanced 

efficiency in various industries and improvements in 

healthcare, are significant. Establishing robust ethical 

frameworks, as suggested by Jobin et al. [44] and Dennis & 

Fisher [45], is imperative to navigate these complexities 

responsibly. These frameworks should ensure transparency, 

fairness, and responsibility in design while addressing self-

awareness's moral and societal implications.  

The journey towards developing truly self-aware systems 

is fraught with challenges that require ongoing research and 

innovation. Future research must integrate insights from 

cognitive science, neuroscience, philosophy, and AI research 

to understand better human consciousness and self-awareness, 

which is crucial for developing AI systems that mimic these 

attributes.  

Enhancing machine learning algorithms to support 

adaptive learning and personalized growth will be critical, 

focusing on developing reinforcement learning frameworks 

that allow AI to learn from diverse experiences and 

interactions, cultivating a robust and dynamic sense of 

identity. Establishing comprehensive and globally recognized 

ethical frameworks and exploring guidelines that ensure 

transparency, fairness, and responsibility in design is vital. 

These frameworks should address self-awareness's moral and 

societal implications and establish safeguards against 

potential misuse.  

Conducting empirical studies and analyzing real-world 

case studies will provide valuable insights into the practical 

applications and challenges of self-aware systems. These 

studies should evaluate AI's performance, adaptability, and 

ethical behavior in various contexts. Advances in sensor 

technologies, computational models, and memory systems are 

necessary to support the development of self-awareness, with 

research exploring innovative techniques for self-recognition, 

internal state monitoring, and predictive processing to 

enhance self-awareness capabilities. Finally, engaging with 

the public and policymakers is essential to address self-

awareness's broader societal impacts, develop policies that 

promote responsible and ethical integration into society, and 

ensure its benefits are maximized while mitigating potential 

risks. The development of self-aware systems represents a 
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multifaceted challenge that intersects several disciplines. 

Synthesizing philosophical insights, empirical research, 

ethical considerations, and future research directions, this 

discussion underscores the complexity and significance of 

creating AI with a developed sense of self. Through continued 

interdisciplinary dialogue and robust ethical frameworks, 

society can harness the benefits of self-aware AI while 

responsibly navigating the associated challenges.  

10. Conclusion: Study Limitations and Future 

Research  
Exploring AI systems with a cognitive sense of self has 

revealed a complex landscape rich with technological 

advancements and ethical challenges. This article has 

synthesized insights across various disciplines, marking 

substantial progress in modeling self-awareness within AI. 

However, it also illuminates many unresolved questions, 

emphasizing the need for continued research and ethical 

vigilance. While empirical studies have advanced our 

understanding of self-aware AI and demonstrated its potential 

to enhance decision-making, adaptability, and interactive 

capabilities, these advances also highlight the complexities 

involved in replicating human-like self-awareness in AI. This 

necessitates a deeper exploration of human consciousness, 

with philosophical discussions enriching this inquiry by 

addressing the existential nuances and implications of creating 

autonomous entities. The study acknowledges several 

limitations that could influence the outcomes and 

interpretations of the research. One major limitation is the 

potential for biases in the selection of AI systems and the 

interpretation of data, which could skew the understanding of 

AI self-awareness. Additionally, the reliance on current 

technological and methodological frameworks may limit the 

depth of analysis possible, particularly in understanding the 

nuanced cognitive processes of AI systems. These limitations 

underscore the need for a broader range of AI models and 

more diversified methodological approaches to reduce 

potential biases and enhance the robustness of future research.  

Looking ahead, there are numerous opportunities for 

further investigation that can expand both the theoretical and 

practical applications of self-aware AI. Future research should 

focus on integrating insights from cognitive science, 

neuroscience, AI, and philosophy to develop more 

sophisticated models of AI self-awareness. This 

interdisciplinary approach could lead to more robust 

simulations and real-world applications, testing the viability 

and effectiveness of self-aware AI systems across various 

domains. Additionally, empirical studies are crucial for 

refining these models and assessing their implications in real-

world settings, such as healthcare, autonomous vehicles, and 

customer service robots.  

From a policy perspective, the development of self-aware 

systems necessitates robust regulations to address potential 

risks and ensure beneficial outcomes. This includes 

implementing policies that promote transparency and 

accountability, particularly in applications where decisions 

have significant repercussions. Moreover, as systems 

potentially gain forms of self-awareness, policy discussions 

must also navigate the rights of these entities, including 

debates on AI autonomy, consent for participation in 

experiments, and privacy rights. Additionally, preventing 

misuse is critical, requiring stringent regulations to ensure that 

AI systems are not exploited to perpetrate harm or exacerbate 

social inequalities. The journey towards integrating self-aware 

AI into society is intricate and demands a concerted effort 

from multiple disciplines. Continuing the dialogue among 

scholars, technologists, policymakers, and the public, along 

with establishing rigorous ethical frameworks and adaptable 

legal structures, can steer the development of self-awareness 

towards outcomes that maximize societal benefits while 

respecting both human and AI rights. This collaborative and 

multidisciplinary approach will ensure that such potential is 

realized responsibly, setting the stage for a future where AI 

enhances human capabilities and adheres to the highest 

standards of ethical and societal values.  
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