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Abstract - Today, most higher learning Institutions in Tanzania use student record Management Systems (SRMS) in their daily 

activities. SRMS, being among the Networked and Distributed Systems, contains multiple components, i.e. hardware, software 

middleware, data, users, and documents. The effective reliability and availability of the system depend on the specifications of 

individual components, network configurations, and redundancy models. Failure or incorrect functioning of one of the 

components can result in a catastrophic impact. This paper proposes a mathematical model to measure and predict the reliability 

of Networked and Distributed systems in higher learning Institutions in Tanzania. 
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1. Introduction 
A distributed system, sometimes referred to as distributed 

computing, is a system made up of several parts that are 

dispersed over various machines but communicate and plan 

tasks together so that the user perceives the system as a single 

cohesive unit [1]. A networked and distributed system is an 

essential component of modern life. Its applications range 

from simple devices like cell phones and remote vehicle keys 

to complex machinery found in power plants, nuclear reactors, 

airplanes, and healthcare systems. Hardware breaks and 

software crashes as a result. Networks fill up with traffic. 

Worms and viruses cause systems to fail. Data becomes 

tainted. Information technology is used by users in ways that 

designers never intended, for better or worse. Coordination 

relationships are reorganized, and communication flows 

change as a result of processes. Information systems adapt in 

response to new issues and environmental shifts even when 

they are operating efficiently [2]. Given the vital necessity of 

this system, any element or component failure can have a 

substantial impact on the component's performance, which 

could be disastrous or catastrophic.  

 

It is hard to find a mathematical model which models the 

reliabilities of all networked and distributed system 

components such as hardware, software, hardware-software 

interaction, users, data, and documentation together for the 

case of student record management systems in Tanzanian 

higher learning institutions that why this article proposes the 

mathematical modeling of Networked and Distributed 

systems for all components in the case of students' record 

management systems (SRMS) in Tanzanian higher learning 

institutions. 

 

Section two outlines the literature reviews discussing the 

possible sources and incidents of the need for modeling; 

section three is the model formulation, and the last part is the 

conclusion which points out what to do next. 

2. Literature Review 
Approximately 172 distinct cloud computing outage 

occurrences occurred between 2008 and 2012, according to a 

study on cloud computing vulnerabilities [3]. These accidents 

are mostly caused by (i) unsecured application programming 

interfaces (APIs) and interfaces, (ii) data leaks and loss, and 

(iii) hardware malfunctions. These vulnerabilities mostly 

affected Google, Amazon, Microsoft, and Apple, and they 

caused significant financial damage [3]. On April 21, 2011, it 

was claimed that the Amazon Web Service (AWS) 

experienced a 12-hour outage, resulting in the shutdown of 

hundreds of well-known websites. The company lost 66,240 

US dollars per minute due to this outage. 

 

A programming error resulted in 100,000 extra votes 

being cast in one Texas county during the 2000 US 

presidential election, and another incident involved machines 

in North Carolina losing over 4,000 votes due to memory 
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overload [4]. Additionally, some candidates received votes 

cast for other candidates as a result of a programming error. 

Customers of AT&T lost phone service for voice and data for 

hours due to a software issue in a four-million-line program 

[6]. BlackBerry users did not receive email for nine hours after 

the business installed a defective software update [5]. Others 

include the May 1998 Galaxy IV satellite computer, which 

caused Pager service to be discontinued for an estimated 85% 

of US users, including law enforcement and hospitals, major 

chain petrol stations were unable to validate credit card 

payments, and airlines that relied on satellite data for weather 

updates had to postpone flights [6][7].  

 

According to a study conducted by the International 

Telecommunication Union (ITU) [9], 50% of Internet users 

admit to having been the victim of security breaches. An 

organization's cost of a data breach is estimated to be USD 

3.92 million, with an average of 25,575 records compromised 

annually. A data breach erodes trust and makes investors and 

customers reluctant to do business with the affected 

organization (Gordon, Loeb, & Zhou, 2011), quoted in [8].  

  

Tanzanian higher institutions are not in isolation; thus 

incidents of this nature are happening, so it is clear that the 

reliability of an information system is fundamental such that 

stakeholders of higher learning institutions in Tanzania have 

to understand the elements affecting information system 

reliability. For this reason, a model to predict and measure the 

reliability of networked and distributed systems is essential. 

2.1. SRMS in Higher Learning Institutions in Tanzania 

Student Record Management Systems (SRMS) in higher 

learning Institutions in Tanzania are faced with several 

challenges, such as poor recoverability, which does not allow 

users to correct mistakes they made while using it, and poor 

internet and network connectivity. Poor ICT expertise, 

including an insufficient understanding of how to use basic 

and sophisticated functions to do various tasks and a delay in 

receiving feedback. Outdated contents (related documents are 

not frequently updated), frequent power cuts, poor user help, 

language barrier, and high cost of internet bundles, Lack of 

information system manager(system administrators) to 

support other users[10-13]  

 

The study [3] also revealed that the failure to implement 

smooth SRMS is due to inadequate preparations for change, a 

lack of support from the Information Technology department, 

a lack of training for users of the system, and a lack of 

management support, hence resulting unreliable SRMS. The 

study by [4] reveals that some courses of unreliable systems 

are due to the problems of system developers, such as Lack of 

coordination of software development efforts. Poor and 

inadequate understanding of user requirements and Rigidity in 

design efforts and also poor organizational control over the 

source code and systematic support of users. 

 

2.2. Reliabilities of the System 

A system is considered reliable if it can operate as intended 

for a specified period in a specified environment, work 

precisely as intended, i.e., following requirements, resist 

various failures, and recover in case of any failure that occurs 

during the system execution without producing an incorrect 

result, have a probability that a functional unit will perform its 

required function for a specified interval under stated 

conditions, and can continue to function correctly even after 

scaling is completed regarding some aspects. [14]–[16]. 

 

Thus, the reliability function 𝑅(𝑡) is defined as the 

probability of failure-free operation until time 𝑡. Thus, if the 

random variable  𝑋 denotes the lifetime of an item, then  

 

𝑅(𝑡)  = 𝑃(𝑋 > 𝑡).   (2.1) 

 

and  

𝐹(𝑡) = 1 − 𝑅(𝑡).  (2.2) 

 

𝐹(𝑡) Is the unreliability and is the complement of the 

reliability, and Its derivative is called the failure density 

function[5]. 

 

[6] Reported that the contents of a Distributed System are 

hardware, software, and software-hardware interaction 

components that act as a bridge between hardware and 

software, users, data, and documents. Data are the raw 

material that is manipulated by software and hardware to 

information and vice versa; the user is essential in recovery, 

particularly in examining how effective the system is, while 

documentation of its availability, clarity, and usage directions 

helps the users on ease on using the system hence facilitating 

the reliability of the system. It is known that a reliable system 

can work better on decision-making for companies, sales 

trends, and increase the performance of a particular work. 

Hence the need of proposing to formulate a mathematical 

model to measure and predict the reliability of Networked and 

distributed systems in the case of Higher Learning Institutions 

in Tanzania. 

 

2.2.1. Hardware Components 

Hardware includes the physical parts of a computer, such 

as a Central Processing Unit (CPU), monitor, mouse, 

keyboard, computer data storage, graphics card, sound card, 

speakers, and motherboard[7], and network hardware, such as 

networks share devices, servers, clients, transmission media, 

shared printers and other hardware and software resources, 

Network Interface Card(NIC)[8].  

 

Hardware failures are further divided into two categories: 

total and partial. Hardware failures are brought about by 

hidden defects in the hardware that cause hardware 

components to cease performing as intended. In particular, 

catastrophic failures that result in the whole cessation of the 

intended function are referred to as total hardware failures or 
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hard failures by certain studies [18]. Soft failures, also known 

as partial hardware failures, are defined as a situation in which 

a hardware component continues to work as intended. 

However, the system is in a state of degeneration. Overall, 

minor hardware failures may cause the system to continue 

operating in a degraded condition, but complete hardware 

failures will not [19]. 

 

Faults can be due to a malfunction, physical damage (e.g., 

bumping, jostling, or dropping), theft, or fire (hard disks). 

Power Failures, Power Surges, Overheating, Overloading, 

People(i.e. Human error (e.g. spilling coffee on a device and 

damaging its internal components or downloading an 

attachment infected with malware or may be due to a lack of 

training rather than negligence[9]). Failure rates for any 

particular component can be obtained from the manufacturer's 

manual or documentation [10] 

 

The pie chart below shows the percentage magnitude of 

each hardware component failure in percentage, as quoted 

from[15, 18, 19].  

 
Fig. 1 Percentage magnitude hardware failure (source: Chukwuchekwa 

et al., 2017) 

 

2.2.2. Software Components 

Software components are the set of instructions that are 

stored and run on the hardware, and these include an operating 

system (Linux, Windows, etc.), programming languages such 

as Java, C, C++, etc., and device/utility programs which 

software required to run a respective device, network 

operating system(NOS), and application software such SRMS 

software's [20, 21] 

 

For this case, the software is categorized as Non-

Developmental (ND) Software and Developed Software such 

as Students' Records Management System (SRMS) software. 

The ND software first includes an operating system, 

programming languages, and other supporting software such 

as Windows OS and Linux OS[7]. Secondly is ND reused 

software; this is software that supports the development of 

SMRS and has been used somewhere. The Developed 

Software (SMRS) includes the academic systems, catering 

systems, library systems, and accounting systems with others 

included in the definitions of SRMS[15]. Since SRMS are 

locally developed, it hardly to find out that they have an 

automated failure recording system where you can obtain the 

failure rate, such as an in-house failure analysis and corrective 

action system (FRACAS)[16], Office Customer Experience 

Improvement Program (CEIP) such as Microsoft Office 

Systems 2003 which deal with measurement platform for 

products running in MS Office context and the Microsoft 

Reliability Analysis Service (MRAS) which focus on 

reliability (and availability) tracking of Windows servers, and 

products running on servers like MS SQL database, MS IIS 

web server, MS Mail Exchange, and the Windows Active 

Directory[17] [18]. Also, it hardly to find reliability 

measurement done; that is one of the objectives of this study, 

i.e. to survey and measure the failure rate of SRMS either by 

available methods (physical means) or using reliability metric 

techniques such as product metrics[19], function point metric 

which is based on the count of inputs, outputs, master files, 

inquires, and interfaces. [20]. 

 

Software failures[21] refer to the occurrence of an 

incorrect output that is triggered by a specific input because of 

the latent faults left in software programs, e.g., design errors, 

that are unrelated to hardware components. The failure, in this 

case, is all unplanned events, such as software crash, hang, 

incorrect or no output, which are caused by software bugs and 

possibly untimely response (too fast or slow). 

 

2.2.3. Hardware-Software Interaction Component  

These components fall into two categories: software-

induced hardware failures and hardware-induced software 

failures. They are intermediate components between hardware 

and software (middleware) [33]. Hardware malfunctions 

brought on by the operation of an embedded software system 

are known as software-induced hardware failures. Hardware 

components can sustain physical damage due to the electrical 

stress caused by software execution. Failures in software 

caused by changes in hardware configuration that result in an 

operational environment that differs from the testing 

environment are known as hardware-induced software failures 

[34]. 

 

Failures of these types are either  planned Events 

(Updates requiring a restart, Configuration changes requiring 

a restart) or Configuration failures (Application System 

incompatibility errors and Installation/setup failures)[11]. 

Network protocol problems or network anomalies or failures 

due to network device configuration are part of the component 

also[22]. 

 

2.3. Reliability Models 

[23] pointed out that mathematical modelling is widely 

recognized to be a powerful tool for understanding the 
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behaviour of many systems ranging from natural to human-

made systems since it provides insight into the complex 

interaction of the system, can estimate expected value 

(mean/average outcome), most likely (mode outcome) and 

dispersion/shape (statistical distribution of all outcomes). It is 

a tool for controlling statistical experiments and allows 

statistical evaluation (comparison) of alternate strategies. That 

is why this study aims to develop a mathematical model to 

study the reliability of networked and distributed systems in 

higher learning institutions in Tanzanian environments. For 

reliability models, most of the computing architectures are 

modeled using a technique such as Reliability Block Diagram 

(RBD) analysis[24], Fault Tree (FT) analysis[25], Markov 

Chains (MC)[26], and Bayesian analysis[27]. 

 

2.3.1. Hardware Reliability Models 

Hardware reliability is typically based on the age of the 

hardware and the stress of the operational environment[28]. 

Hardware reliability decreases with increasing age[29]. 

Hardware reliability consists of components of computer 

systems such as CPU, Storage Devices, Memory, etc. and 

servers (such as File Server, DB servers, Web servers, and 

email servers, etc.), communication infrastructure (Network 

equipment (switches, routers, etc.)) and connecting devices. 

 

The basic hardware reliability model consists of all 

hardware elements of the system in series or parallel.  

 

Several distribution functions can be used to model 

hardware components, such as Exponential Distribution, 

Normal Distribution, Weibull Distribution, etc. [30][31]. 

 

2.3.2. Software Reliability Models 

Software reliability is due to increased requirements, 

design, coding, or interoperability with other related software. 

It manifests when the software is operated in an environment 

in which it was not designed or tested[32]. Many factors may 

cause software failure, and one in particular is that software 

failures are due to faults in the design. IEEE-Std-729-1991 

defines "Software reliability as the probability of failure-free 

operation for a specified period in a specified environment", 

and ISO9126 says, "Reliability is the capability of the 

software product to maintain a specified level of performance 

when used under specified conditions" [33][32]. It differs 

from hardware reliability in that it reflects design perfection 

rather than manufacturing perfection. The high complexity of 

software is the major contributing factor to Software 

Reliability problems[34].  

 

Many models exist to measure or predict software 

reliability, such as Jelinski-Moranda[35][36], Goel-Okumoto, 

Musa-Okumoto, and Musa's basic execution time models[37]. 

NHPP model based on the Lindley distribution proposed by 

[38]. There is no single model that is universal to all situations. 

In this paper modified Jelinski –Moranda[36] is proposed to 

model software reliability for network and distributed systems 

for higher learning institutions in Tanzania.  

 

2.3.3. Hardware-Software (Firmware) Interaction Reliability 

Models  

 [32] Created a model that encompassed software, 

hardware, and hardware-software interaction. The Markov 

process was utilized to detect malfunctions in the hardware-

software interaction. [33] Make note of the fact that hardware-

software components can be further divided into two 

categories: hardware-software failures and software-induced 

hardware failures. Hardware malfunctions brought on by the 

operation of embedded software systems are known as 

software-induced hardware failures. For instance, hardware 

components may sustain physical harm as a result of the 

electrical stress caused by software execution. Software 

failures that are caused by alterations in hardware 

configuration that result in the program operating outside of 

its intended operating environment are referred to as 

hardware-induced software failures [32]. The model is also 

proposed to be employed to model SRMS in higher learning 

institutions in Tanzania. 

 

3. Model Formulation 
The reliability of the system depends on its component 

reliability; as we noted above, the Distributed and Networked 

systems consist of Hardware, Software, hardware-software 

Interaction, Users(people), Data and Documents. Thus, it is 

expected to have each component its own model, but due to 

its independence and dependence, the proposed model has 

only three main sub-models to measure and predict the 

reliability of the systems; these are system units discussed 

below, Data discussed in [39], and user discussed in 

[40]components. 

3.1. System Unit Reliability Model 

Due to its compactness and dependability then, the 

proposed system unit model will consist of hardware, 

software, and hardware-software interaction components as 

outlined above; its failure constituents are the failure from 

hardware failures (hf), software failures (sf), and hardware-

software interaction failures (hsf) since any failure from 

respective component will result into system unit failure. 

Reliability Block Diagram (RBD) technique is used to model 

the unit. 

 

 

 

 

 

 

 

 

 

 
Fig. 2 System Unit Reliability Block Diagram (RBD) (Source: Authors) 
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Since the components are assumed to be connected in 

either serial or parallel then, the proposed System Unit 

reliability model 

 

𝑅𝑠𝑢(𝑡) = 𝑓(𝑅𝑠(𝑡), 𝑅ℎ(𝑡), 𝑅ℎ𝑠(𝑡)), (3.1) 

 

Where )(tRs 𝑅ℎ(𝑡) and 𝑅ℎ𝑠(𝑡) are computed from 

software, hardware, and software-hardware interaction 

reliabilities models, respectively as shown below. 

 

3.1.1. Software Model 

Using the Reliability Block Diagram (RBD), the diagram 

below shows. 

 

 

 

 

 

 
Fig. 3 Software Reliability Block Diagram (RBD) (Source: Authors) 

 

The software Reliability 𝑅𝑠(𝑡) will depend on Non 

developmental software, reused code, and SRMS thus, 

 

𝑅𝑠(𝑡) = 𝑓(𝑅1(𝑡), 𝑅2(𝑡), 𝑅3(𝑡)) (3.1.1) 

 

Where 𝑅1(𝑡)is reliable for non-developed software, 

𝑅2(𝑡) for reused software and 𝑅3(𝑡)for SMRS. 

3.1.2. Hardware Model 

Using the Reliability Block Diagram (RBD)[41] concept, 

the model is represented in the following logical connections 

of components within a piece of equipment. Thus, assuming 

that all components are connected serially the diagram below 

shows. 

 

 

 

Fig. 4 Hardware Reliability Block Diagram (RBD) (Source: Authors) 

 

Reliability 𝑅ℎ(𝑡) Functions of hardware component's 

reliabilities (hi). 

 

𝑅ℎ(𝑡) = 𝑓(ℎ1, ℎ2, … ℎ𝑛−1, ℎ𝑛)  (3.1.2) 

3.1.3. Software-Hardware Interaction Model 

Using the Markov Process[42] and the concept deployed  

by [21] and also used by[43], It is assumed that three states for 

hardware-software interactions modeling are  Full working 

state, Degradation states, and Failure states  

Reliability 𝑅ℎ𝑠(𝑡) will be a function of Full working 

state(w), Degradation states(d), and Failure states(f). 

 

𝑅ℎ𝑠(𝑡) = 𝑓(ℎ𝑠𝑤 , ℎ𝑠𝑑 , ℎ𝑠𝑓)  (3.1.3) 

3.2. User Model 

According to the discussion in [53], User models are 

accurate depictions of the characteristics (demands, 

preferences, cognitive, and behavioral features) of each 

unique user. Typically, the properties are represented as 

variables. The variables (properties/features) involved in 

modeling user reliability are mindfulness, background 

(including one's immediate social context, one's prior 

knowledge, experience, education level, and work 

environment), and knowledge in the form of a document that 

aids the user in completing his task. Therefore, 

 

User reliability model (Ur)  

 

𝑈𝑟(𝑡) = 𝑓(𝑚, 𝑏𝑘, 𝑑𝑜𝑐)   (3.2) 

 

Where 𝑚 stands for user's mindfulness, 𝑏𝑘 stands for 

background factors of a user, and 𝑑𝑜𝑐 stands for document 

reliabilities 

3.3. Data Model 

As outlined by [40]to model data, the following 

assumption regarding data used in networked and distributed 

systems are used to model Students Record Management 

Systems (SRMS) in Tanzanian Higher learning institutions. 

• Policies and procedures that apply to all or a significant 

portion of an entity's information systems and aid in 

ensuring the correct operation of information systems, 

accessibility of any data authentication, and authorization 

are required. Assuming that there are two types of 

controls: general and application. 

• Users can exercise control over information systems 

through several means, such as user privileges, which 

determine which information a user is allowed to view or 

use.  

• Assuming also that there is a means of ensuring the 

validity, completeness, accuracy, and confidentiality of 

data transactions during the processing of applications.  

 

Therefore, the proposed reliability data model will 

depend on authentications, authorization methods used to 

access data, Validation techniques to make sure that data 

accessed are valid, and Certification/verification techniques 

used for inputting and outputting data are certified to be 

correct, relevant, accurate, and complete. 

 

Hence Reliability (Da)  

 

𝑅𝑑(𝑡) = 𝑓(𝑅𝑎𝑢(𝑡), 𝑅𝑎𝑡(𝑡), 𝑅𝑐(𝑡), 𝑅𝑣(𝑡)) (3.3) 

Mother board I/o devices 

RAM HDD CPU NI
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Power supply 

SMRS 

  λ3 
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Where 𝑅𝑎𝑢(𝑡), authorization method reliabilities, 𝑅𝑎𝑡(𝑡),  
Authentification method reliabilities, 𝑅𝑐(𝑡), 
Certification/verification technique reliabilities and 𝑅𝑣(𝑡) is 

validation techniques reliabilities. 

3.4. System Reliability Model 

As pointed out above reliability of the system will depend 

on the reliabilities of its components, such as hardware (h), 

Software (s), hardware-software interaction (hs), Users (u), 

data (d) and Document (m) reliabilities. And due to 

components dependability's, then  

 

Reliability R(t) of a system. 

R(t) = 𝑓(ℎ, 𝑠, ℎ𝑠, 𝑢, 𝑑, 𝑚) = f(𝑅𝑠𝑢, Da, Ur) (3.4) 

Where 

• Rsu is the System Unit Sub model from Equation 

(3.1) 

• Da   is the Data sub-model from Equation (3.2), and  

• Ur is the User Sub model   from Equation (3.3) 

4. Conclusion 
The primary goals of the system reliability model are to 

confirm that the components are meeting the reliability 

requirements, to identify component flaws so that corrective 

action can be taken, to establish failure histories for 

comparison and use in the prediction of Networked and 

Distributed Systems (SRMS) reliability, and to provide 

information about logistics, maintenance, and operations of 

the system. Thus, it offers helpful assistance in making 

trustworthy decisions inside the organizations.  

 

This work is the first step towards the development of 

formulating a mathematical model for SRMS in higher 

learning Institutions in Tanzania.  

 

The reliability model is composed of hardware, software, 

software-hardware interaction, data[40], and users[39] sub-

components in totality; it is just an abstract model; next is to 

develop a specification model, i.e., a more detailed and this 

will include the developing algorithms (sub-models 

algorithms to be integrated into the main model) necessary for 

computing and computation model, i.e. an executable model, 

for simulation purposes.  
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